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The doping dependence of spin excitations in Ba�Fe1−xCox�2As2 is studied based on a phenomenological
two-orbital model under the random-phase approximation. We adopt this model because of its ability to fit the
doping evolution of the Fermi surfaces and the asymmetry in the superconductivity �SC� coherent peaks as
observed, respectively, by the angle-resolved photoemission spectroscopy �ARPES� and the scanning tunneling
microscopy experiments in this type of compounds. The interplay between the spin-density wave and SC is
considered in our calculation. Our results for the spin susceptibility are in qualitative agreement with neutron-
scattering �NS� experiments in various doping ranges at temperatures above and below the superconducting
transition temperature Tc. For the overdoped sample where one of the two hole pockets around � point
disappears according to ARPES, we show that the imaginary part of the spin susceptibility in both SC and
normal phases exhibits a gaplike behavior. This feature is consistent with the “pseudogap” as observed by
recent nuclear magnetic resonance and NS experiments.
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I. INTRODUCTION

The recent discovery of the iron arsenide
superconductors,1 whose parent compounds exhibit long-
range antiferromagnetic �AF� or spin-density-wave �SDW�
order similar to the cuprates,2 provides another promising
group of materials for studying the interplay between mag-
netism and superconductivity �SC�. Especially, the electron-
doped pnictide superconductors such as Ba�Fe1−xCox�2As2
�Ref. 3� has been emerged as one of the most important
systems due to the availability of large homogeneous single
crystals. The phase diagram4–6 for these materials indicates
that the parent compound upon cooling through TN
�140 K �Ref. 7� develops a static SDW order. Increasing
the doping of Co, the SDW order is suppressed and the SC
order emerges as the temperature �T� falls below Tc. The
SDW and SC orders coexist in the underdoped samples.4–6,8

By further increasing the Co concentration to the optimally
doped regime, the SDW order disappears. These experimen-
tal results provide compelling evidences for strong competi-
tion between the SDW and SC orders.

Recently, several neutron-scattering �NS� experiments
have been carried out to probe the spin dynamics in these
materials,4–6,8–15 and the spin excitation spectrum was fitted
by using a J1 ,J2 Heisenberg model based on localized
spins.8,9,15,16 However while the parent compounds of the
cuprates are Mott insulators with large in-plane exchange
interactions,17 the parent iron arsenides are bad metals and
remain itinerant at all doping levels. Magnetism in these ma-
terials are most likely to originate from itinerant electrons
and the AF order is a result of SDW instability due to Fermi-
surface nesting.18 Theoretically, at present, the variation in
the spin susceptibility with doping remains less explored.
The spin susceptibilities were mostly studied in the optimally
doped compounds without SDW �Ref. 19� or in the parent
compound without SC,20 as well as in the normal state with
neither SDW nor SC.21

Another key issue here is the superconducting pairing
symmetry. Experimental results about the pairing symmetry
remain highly controversial, leaving the perspectives ranging
from nodeless22,23 to nodal gap structure.24–26 Although evi-
dence for a nodal gap has been accumulated in LaFePO �Ref.
25� and Ba�FeAs1−xPx�2 systems,26 in the Co- and K-doped
122 family of iron pnictides, the experimental data points to
the existence of isotropic gaps, especially in the optimally
doped samples.23 Theoretically it was suggested that the pair-
ing may be established via interpocket scattering of electrons
between the hole pockets �around the � point� and electron
pockets �around the M point�, leading to the so-called ex-
tended s-wave pairing symmetry ��k�cos kx+cos ky�.18,27

In this work, we adopt Fermi-liquid mean-field �MF�
theory to study the static SDW and SC, and employ the
random-phase approximation �RPA� to investigate the spin
dynamics in Ba�Fe1−xCox�2As2 from the imaginary part of
the dynamic spin susceptibility. The SC order here is chosen
to have extended s-wave symmetry which is supported by
some theoretical studies18,27 and experimental observations.23

We show that the calculated spin susceptibilities are in quali-
tative agreement with several NS and nuclear magnetic reso-
nance �NMR� experiments in various doping ranges, sug-
gesting that in the 122 family of iron pnictides, the spin
excitations can be qualitatively explained within the itinerant
model.

II. METHODOLOGY

We start with a two-orbital model by taking into account
two Fe ions per unit cell.28 The validity of this model is
controversial29,30 since it lacks certain point-group symme-
tries for this compound as required by other band-structure
calculations.31,32 However, within our itinerant model, the
spin dynamics are primarily determined by the Fermi-surface
nesting condition and doping evolution, any tight-binding
scheme with the similar Fermi-surface evolution should give
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the similar results. In this regard, we adopt the model in Ref.
28 simply because of its ability33 to qualitatively account for
the doping evolution of the Fermi surface and the asymmetry
in the SC coherent peaks as observed, respectively, by the
angle-resolved photoemission spectroscopy �ARPES� �Ref.
34� and the scanning tunneling microscopy35 experiments in
Ba�Fe1−xCox�2As2.

The Hamiltonian of our system can be expressed as33

H = H0 + H� + Hint. �1�

H0 is the tight-binding Hamiltonian and can be written as28,33

H0 = �
k�

�k�
† Mk�k�, �2�

where �k�
† = �cA0,k�

† ,cA1,k�
† ,cB0,k�

† ,cB1,k�
† � is the creation op-

erator with spin �=−1 �↓ � or 1 �↑ �, in the orbitals �0,1�
= �dxz ,dyz� at the sublattice A �B�, and

Mk =�
�A,k − � �xy,k �T,k 0

�xy,k �A,k − � 0 �T,k

�T,k 0 �B,k − � �xy,k

0 �T,k �xy,k �B,k − �
� , �3�

where

�A,k = − 2�t2 cos kx + t3 cos ky� ,

�B,k = − 2�t2 cos ky + t3 cos kx� ,

�xy,k = − 2t4�cos kx + cos kx� ,

�T,k = − 4t1 cos
kx

2
cos

ky

2
. �4�

t1–4 are the hopping parameters and � is the chemical poten-
tial. Throughout the paper, the momentum k is defined in the
tetragonal notation.

The pairing term is

H� = �
ks�

��kcs�,k↑
† cs�,−k↓

† + H.c.� . �5�

Here, we assume there exits only intraorbital pairing with
extended s-wave pairing symmetry, and the SC order param-
eter is �k=

�0

2 �cos kx+cos ky� similar to that obtained by
spin fluctuations,18 where

�0 =
2Vnnn

N
�
k

�cos kx + cos ky��cs�,−k↓cs�,k↑� �6�

with Vnnn being a phenomenologically chosen next-nearest-
neighbor attractive pairing interaction. It is well known that a
similar nearest-neighbor density-density attraction of the
form Vnini+� can lead to d-wave superconductivity in a
mean-field treatment of the one-band repulsive U Hubbard
model,36 and here we merely generalize this concept to two
orbitals and will show below this choice of Vnnn can lead to
extended s-wave pairing in the two-orbital model. Here we
need to point out that the origin of the attractive interaction is
still unknown, it could originate from an effective attractive

density-density fluctuation dynamically generated in the
original Hamiltonian or induced by particular phononic
modes if an electron-phonon coupling is incorporated.37 On
the other hand, some theoretical works suggest that the pair-
ing is mediated by exchanging spin fluctuations and con-
clude that the effective pairing interaction is repulsive in mo-
mentum space,18,38–40 this is in contrast to our choice of
momentum space interaction 2Vnnn�cos kx+cos ky�, which
can be attractive or repulsive depending on the momentum k.
So the pairing interaction in our model is different from that
mediated by exchanging spin fluctuations. We also notice
that in Ref. 41, the next-nearest-neighbor antiferromagnetic
coupling J2 gives the same physics as our Vnnn when treated
at the mean-field level and also can lead to extended s-wave
pairing symmetry. Here we wish to emphasize that the pur-
pose of the present paper is to study the interplay between
the SDW and the extended s-wave SC, not the mechanism of
superconductivity in this type of compound.

Hint is the on-site interaction term which includes the
Coulombic interaction and Hund coupling JH, following
Refs. 33 and 42, it can be expressed as

Hint = U�
ijs�

ns�,ij↑ns�,ij↓ + 	U� −
JH

2

�

ijs

ns0,ijns1,ij

+ JH�
ijs

�cs0,ij↑
† cs0,ij↓

† cs1,ij↓cs1,ij↑ + H.c.�

− 2JH�
ijs

Ss0,ij · Ss1,ij , �7�

where �i , j� denotes the unit cell, s=0 �A� or 1 �B� is the
sublattice index, and �=0 �dxz� or 1 �dyz� represents the or-
bital. ns�,ij� and Ss�,ij are the density and spin operators in
the orbital � at the sublattice s of the unit cell �i , j�, respec-
tively. According to symmetry, we have U�=U−2JH.42 In the
MF approach, we linearize Hint in momentum space as33,43

Hint
MF =

n

4
�3U − 5JH� �

ks��

ns�,k�

−
m

2
�U + JH� �

ks��

�cs�,k+Q�
† cs�,k�, �8�

where n=2+x is the number of electrons per lattice site and
Q= �	 ,	�. The SDW order parameter is

m =
1

N
�
k�

��cs�,k+Q�
† cs�,k�� �9�

with N being the number of unit cells.
The effective MF Hamiltonian is then given by

HMF = �
k

�
k
†Wk
k,
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Wk =�
Mk� R �kI 0

R Mk+Q� 0 − �kI

�kI 0 − Mk� R

0 − �kI R − Mk+Q�
� , �10�

where


k
† = ��k↑

† ,�k+Q↑
† ,�−k↓,�−�k+Q�↓� ,

Mk� = Mk +
n

4
�3U − 5JH�I ,

R = −
m

2
�U + JH�I . �11�

I is a 4�4 unit matrix and �k� means the summation extends
over the magnetic Brillouin zone : −	�kx
ky �	. The MF
Green’s function matrix can be written as

g�k,�� = − �T�
k���
k
†�0�� �12�

and

g�k,ipn� = AkWk�Ak
† , �13�

where Wkij� =�ij�ipn−�ki�−1 and Ak is a unitary matrix that
satisfies �Ak

†WkAk�ij =�ij�ki.
The MF spin susceptibility is

�t�,u�
r�,s��0��q,q�,i�n� =

�q�,q

2 �
�i,j�=�p,o�

�o+8,p+8�


Pim,nj�q� + Pi+4m,nj+4�q�� ,

�14�

here, r ,s , t ,u label the sublattice indices, � ,� ,� ,� represent
the orbitals, with

m = 2r + � + 1,

n = 2s + � + 1,

o = 2t + � + 1,

p = 2u + � + 1, �15�

and

Pim,nj�q� = −
1

�N
�

k

gim�k�gnj�k + q� . �16�

Here we use k= �k , ipn� and q= �q , i�n�.
We then use RPA to take into account the residual fluc-

tuation of Hint beyond MF. The RPA spin susceptibility is
determined by the matrix equation

�RPA�q� = �
rt��

��0�q�
I − ��0�q��−1�t�,t�
r�,r�, �17�

where I is a 16�16 unit matrix and the nonzero elements of
the interaction vertex are: for �=�=�=�, �r�,r�

r�,r�=2U; for
�=���=� or �=���=�, �r�,r�

r�,r�=2JH.
The magnitudes of the parameters are chosen as t1–4

=1 ,0.4,−2 ,0.04,28 U=3.4, JH=1.3, Vnnn=−1.2,33 and the

number of unit cells is 257�257. Throughout the paper, the
energies are measured in units of �t1� and m is measured in
units of Bohr magneton �B. In order to enhance the numeri-
cal resolution as well as to show the pronounced effect of
superconductivity on the spin dynamics, we artificially
choose a large value of Vnnn which leads to a larger �0 as
compared to the experimental value. If we decrease the
strength of Vnnn to half of its value, of course we can get a
smaller �0, approximately five times smaller than its original
value but such a small value will make the numerical calcu-
lation less accurate and more difficult to reach self-
consistency.

III. RESULTS AND DISCUSSION

First, we solve the MF equations self-consistently to ob-
tain m, �0, and � at different doping levels x and tempera-
tures T. The calculated phase diagram as shown in the inset
of 
Fig. 1�a�� reproduces the result based on Bogoliubov-de
Gennes equations33 and is also qualitatively consistent with
the experiments on Ba�Fe1−xCox�2As2.4–6 The difference be-
tween our paper and Ref. 33 around x=0.1 is due to the size
effect. Here we have a larger number of unit cells in momen-
tum space self-consistent calculation and the initial values
are always set to be random. We have carefully checked our
calculation on systems with 127�127, 257�257, and 501

FIG. 1. �Color online� �a� m2 as a function of T close to Tc at
x=0.06. Inset shows the calculated phase diagram. �b�
Im �RPA�q ,�� at q= �	 ,	� as a function of � by changing i�n to
�+ i�, at x=0 and different temperatures T. �c� Im �RPA�q ,�� as a
function of energy transfer � and momentum q, at x=0 and T=0.
The momentum is scanned along �qx /	 ,qy /	�= �h ,h�. �d�
Constant-energy scans along the �qx /	 ,qy /	�= �h ,h� direction at
x=0 and T=0. Successive cuts are displaced vertically for clarity.
The energy transfer is �=0.09 �black solid�, 0.4 �red dashed�, 0.93
�green dotted�, 1.2 �blue dashed dot�, and 2 �cyan short dashed�.
The damping rate �=0.04.
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�501 unit cells, respectively, and got the similar results. As
a mean-field calculation, the values of Tc �Ref. 41� and TN
are often overestimated for two-dimensional systems. In
most of other calculations �Ref. 44�, the magnitudes of the
SC and SDW order parameters were just put in by hand.
Therefore, we could only compare our results with experi-
ments qualitatively but not quantitatively. However, if we
regard the SC order parameter and Tc obtained in our mean-
field approximation correspond to the experimental values,
then the comparison with experiments may become quanti-
tative. Here the SDW and SC are competing with each other.
If there is no SDW, SC would show up even in the parent
compound. The presence of SC also suppresses SDW. For
example, in the underdoped �x=0.06� compound with TN
�0.16 and Tc�0.05, the calculated magnitude of m2 �pro-
portional to the magnetic Bragg-peak intensity� at T=0 is
reduced by �4% relative to that of the maximum intensity at
Tc 
see Fig. 1�a��, and this result is consistent with the
neutron-diffraction experiments.4,8 We also notice that our
model gives m�T=0��0.22 for the parent compound, which
is smaller than the experimentally measured value �0.9,10

suggesting that maybe more orbitals are needed in order to
describe the parent compound.

Then, we investigate the spin dynamics in
Ba�Fe1−xCox�2As2 for x=0, 0.06, 0.1, and 0.2, corresponding
to the undoped, underdoped, optimally doped and overdoped
compounds, respectively.

In the parent �x=0� compound, the RPA spin susceptibil-
ity 
see Fig. 1�b�� in the paramagnetic state at T=0.27 �TN
�0.25� shows a linear energy dependence for ��0.1, sug-
gesting gapless excitations.10,14 On the other hand, in the
SDW state at T=0, the spin excitation intensity is close to
zero below ��0.13, similar to a spin gap.9,10 However, the
gap is not sharp since a sharp gap would produce a stepwise
increase in intensity at the gap energy which is unlike the
more gradual increase seen here. Figures 1�c� and 1�d� show
Im �RPA�q ,�� as a function of energy transfer � and mo-
mentum q along �qx /	 ,qy /	�= �h ,h� direction at T=0. As
we can see, there is almost no detectable intensity below �
�0.13, again illustrating the opening of the spin gap. The
excitations are peaked at Q= �	 ,	� and ��0.93, at higher
energies, the response is seen to split and broaden due to the
dispersion of the spin waves. By tracking the peak positions
in Fig. 1�c�, the spin-wave dispersion relation can be fitted as
�q=��2+v2q2,10,15,45 where ��0.93 is an energy gap, v
�9.02 is the spin-wave velocity, and q is the reduced wave
vector away from �1,1� along the �h ,h� direction. Here we
need to make it clear that ��0.13 is a spin gap since below
it, there is neither spin-flip particle-hole excitation nor col-
lective spin-wave excitation. From ��0.13 to ��0.93,
there is spin-flip particle-hole excitation but no spin-wave
excitation. Only above ��0.93, there is collective spin-
wave excitation and thus ��0.93 is an energy gap in the
spin-wave spectrum. Experimentally observed gap 
7.7 or
9.8 meV, see the inset of Fig. 3 in Ref. 9 and Fig. 3�a� in Ref.
10� refers to the region, where there is neither spin-flip
particle-hole excitation nor collective spin-wave excitation,
corresponding to the ��0.13 case in our paper. The origin
of the spin gap can be understood in terms of the Fermi
surface at x=0 as shown in Fig. 2�a� in Ref. 33. In the para-

magnetic state, large parts of the two hole pockets around
�= �0,0� and two electron pockets around M= �	 ,	� are
nested by momentum �	 ,	�, thus giving rise to the gapless
excitations at T=0.27. But at T=0, the SDW order will gap
most parts of the original Fermi surface, leaving only tiny
ungapped Fermi-surface pockets connected by �	 ,	� along
the �-M line, so in this case, for small energies, the imagi-
nary part of the MF spin susceptibility is close to zero while
its real part does not fulfill the resonance condition, leading
to a spin-gap opening in the RPA spin susceptibility.

The RPA spin susceptibility 
Fig. 2�a�� at x=0.06 suggests
that the excitations above Tc are gapless, although the inten-
sity is very small at low energy. This may be the reason why
above Tc, Ref. 4 claims the excitations are gapless while Ref.
8 concludes they are gapped. Below Tc, the intensities below
��0.06 and above ��0.36 are suppressed and the weight
is transferred to form a resonance at �res�0.14. Since m�T
=0.09��0.129 and m�T=0��0.131, our results seem to
agree with Ref. 4, which claims the resonance is produced by
suppressing low-energy spectral weight, rather than Ref. 8,
where the spectral weight is considered to be transferred
from the ordered magnetic moments. In addition, Fig. 2�b�
shows that below �res, commensurate spin excitation pre-
vails, in agreement with experimental observation,8 and it
becomes incommensurate when the energy is above �res, no-

FIG. 2. �Color online� �a� Im �RPA�q ,�� at q= �	 ,	� as a func-
tion of �, at x=0.06 and different temperatures T. �b� Im �RPA�q ,��
as a function of energy transfer � and momentum q, at x=0.06 and
T=0. The momentum is scanned along �qx /	 ,qy /	�= �h ,h�. �c� and
�d� 
�e� and �f�� are similar to �a� and �b�, respectively, but at x
=0.1 �x=0.2�. Inset in �e� shows the x=0.3 case.
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tably between ��0.15 and ��0.18, which we predict to be
measurable by NS experiment. The spin excitations can ex-
tend beyond �=1 with smeared out and broadened features
for ��0.2.

At x=0.1, the SDW order is completely suppressed, and
SC emerges for T�Tc�0.06. The excitation spectrum 
Fig.
2�c�� shows that in the superconducting state at T=0, a gap
below ��0.08 develops and there is a resonance above the
gap energy peaking at �res�0.24, qualitatively agrees with
the NS experiments on the optimally doped
Ba�Fe1−xCox�2As2.11–14 Furthermore, Fig. 2�d� shows that the
spin excitation is incommensurate at low energy �0.18��
��res� which still need to be verified by experiments, then it
switches to a commensurate behavior between ���res and
��0.3, and becomes broad at higher energy, consistent with
Refs. 12, 13, and 15. In the normal state at T=0.12, the
spectrum is replaced by broad gapless excitations with a lin-
ear energy dependence for ��0.1.13,14 We notice a marked
similarity between the spin excitations in the normal state of
the optimally doped compound and those in the paramag-
netic state of the parent compound as observed in Ref. 14,
suggesting a common origin of spin fluctuations in both of
them.

In contrast, the spin excitations in the overdoped �x
=0.2� compound 
Fig. 2�e�� show gaplike behavior in both
the normal and superconducting states. The origin of the gap
may be due to one of the two hole pockets around � vanishes
and the other one shrinks dramatically in the overdoped re-
gion according to ARPES experiments34 and theories.28,33

Under such a case, due to the lack of interband scattering
between the hole and electron pockets, the imaginary part of
the spin susceptibility is strongly suppressed and gives rise to
the pseudogap behavior46 which has been observed in NMR
�Ref. 47� and NS �Ref. 14� experiments in the electron over-
doped Ba�Fe1−xCox�2As2. But in Ref. 46, the pseudogap is
associated with the vanishing of one of three hole pockets
around �, where experimentally there is only one hole
pocket at this doping level as observed by ARPES.34 The
spin excitations in the superconducting state at T=0 
Fig.
2�f�� are broader and weaker than those in the underdoped
and optimally doped compounds, suggesting the importance
of the hole pocket in enhancing the spin fluctuations.

At x=0.3, both the two hole pockets around �
disappear,28,33 our calculations show that SC is completely
suppressed and the spin fluctuations are extremely small 
the
inset of Fig. 2�e��. This further indicates the correlation be-
tween the electronic band structure and magnetism, and sup-
ports the scenario that the spin fluctuations in the underdoped
regime, which serve as a precursor to SC, originate from
quasiparticle scattering across the electron and hole pockets.

IV. CONCLUSION

In summary, we have systematically investigated the dop-
ing dependence of spin excitations in Ba�Fe1−xCox�2As2,

ranging from the parent to overdoped regime. In the parent
compound, the spin excitations are gapless in the paramag-
netic state and become strongly suppressed at low energy in
the SDW state due to the opening of gaps on most parts of
the original Fermi surface. For underdoped and optimally
doped samples, the spin gaps and resonances at �	 ,	� only
occur in the SC state. On the other hand, the spin excitations
in the overdoped compound show gaplike behavior in both
the normal and SC states due to the vanishing of one hole
pocket around �, leading to a pseudogap behavior at this
doping level. All the obtained results are in qualitative agree-
ment with experiments. The changes in the spin dynamics at
different doping levels may reflect changes in the electronic
band structure and suggest a strong correlation between SC
and magnetism.

Recently, optical conductivity measurements show a very
large suppression of the Drude weight in BaFe2As2, to
around 0.3 from the prediction of the band theory.48 Whether
RPA can account for such a small value of quasiparticle resi-
due in the pnictides is still an open question. One of the
authors has calculated this quantity in cuprates by using RPA
and found that the suppression factor is from 0.06 to 0.42,
depending on doping.49 For the pnictides, so far there is no
similar calculation based on RPA due to the complexity of
multiband structure and indeed it needs a careful study. We
also believe that the renormalization effect is possibly model
dependant, which needs careful consideration. The dynami-
cal mean-field theory is probably a more powerful method in
studying the band renormalization effect50,51 but it has not
been applied to construct the phase diagram and the doping
dependence of the spin excitations for the 122 family of iron
pnictides, and its validity for the present problem still needs
to be checked. In the present work, we mainly focus on the
spin excitations, which are determined by the Fermi-surface
nesting and evolution. In view of the agreement of the
present calculations with experiments if we assume that the
magnitudes of SC order parameter and Tc obtained from our
mean-field calculation are comparable with those experimen-
tal values, the validity of RPA is qualitatively established.
The optical conductivity which is different from the dynamic
spin susceptibility is beyond the scope of the present study
and it will constitute a subject for future investigation.
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